
NAG Library Routine Document

F08BSF (ZGEQPF)

Note: before using this routine, please read the Users’ Note for your implementation to check the interpretation of bold italicised terms and
other implementation-dependent details.

1 Purpose

F08BSF (ZGEQPF) computes the QR factorization, with column pivoting, of a complex m by n matrix.

2 Specification

SUBROUTINE F08BSF (M, N, A, LDA, JPVT, TAU, WORK, RWORK, INFO)

INTEGER M, N, LDA, JPVT(*), INFO

REAL (KIND=nag_wp) RWORK(2*N)

COMPLEX (KIND=nag_wp) A(LDA,*), TAU(min(M,N)), WORK(N)

The routine may be called by its LAPACK name zgeqpf.

3 Description

F08BSF (ZGEQPF) forms the QR factorization, with column pivoting, of an arbitrary rectangular complex
m by n matrix.

If m � n, the factorization is given by:

AP ¼ Q R
0

� �
,

where R is an n by n upper triangular matrix (with real diagonal elements), Q is an m by m unitary
matrix and P is an n by n permutation matrix. It is sometimes more convenient to write the factorization
as

AP ¼ Q1 Q2

� � R
0

� �
,

which reduces to

AP ¼ Q1R,

where Q1 consists of the first n columns of Q, and Q2 the remaining m� n columns.

If m < n, R is trapezoidal, and the factorization can be written

AP ¼ Q R1 R2

� �
,

where R1 is upper triangular and R2 is rectangular.

The matrix Q is not formed explicitly but is represented as a product of min m;nð Þ elementary reflectors
(see the F08 Chapter Introduction for details). Routines are provided to work with Q in this representation
(see Section 8).

Note also that for any k < n, the information returned in the first k columns of the array A represents a
QR factorization of the first k columns of the permuted matrix AP .

The routine allows specified columns of A to be moved to the leading columns of AP at the start of the
factorization and fixed there. The remaining columns are free to be interchanged so that at the ith stage
the pivot column is chosen to be the column which maximizes the 2-norm of elements i to m over
columns i to n.
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4 References

Golub G H and Van Loan C F (1996) Matrix Computations (3rd Edition) Johns Hopkins University Press,
Baltimore

5 Parameters

1: M – INTEGER Input

On entry: m, the number of rows of the matrix A.

Constraint: M � 0.

2: N – INTEGER Input

On entry: n, the number of columns of the matrix A.

Constraint: N � 0.

3: AðLDA,�Þ – COMPLEX (KIND=nag_wp) array Input/Output

Note: the second dimension of the array A must be at least max 1;Nð Þ.
On entry: the m by n matrix A.

On exit: if m � n, the elements below the diagonal are overwritten by details of the unitary matrix
Q and the upper triangle is overwritten by the corresponding elements of the n by n upper
triangular matrix R.

If m < n, the strictly lower triangular part is overwritten by details of the unitary matrix Q and the
remaining elements are overwritten by the corresponding elements of the m by n upper trapezoidal
matrix R.

The diagonal elements of R are real.

4: LDA – INTEGER Input

On entry: the first dimension of the array A as declared in the (sub)program from which F08BSF
(ZGEQPF) is called.

Constraint: LDA � max 1;Mð Þ.

5: JPVTð�Þ – INTEGER array Input/Output

Note: the dimension of the array JPVT must be at least max 1;Nð Þ.
On entry: if JPVTðiÞ 6¼ 0, then the i th column of A is moved to the beginning of AP before the
decomposition is computed and is fixed in place during the computation. Otherwise, the i th
column of A is a free column (i.e., one which may be interchanged during the computation with any
other free column).

On exit: details of the permutation matrix P . More precisely, if JPVTðiÞ ¼ k, then the kth column
of A is moved to become the i th column of AP ; in other words, the columns of AP are the
columns of A in the order JPVTð1Þ; JPVTð2Þ; . . . ; JPVTðnÞ.

6: TAUðmin M;Nð ÞÞ – COMPLEX (KIND=nag_wp) array Output

On exit: further details of the unitary matrix Q.

7: WORKðNÞ – COMPLEX (KIND=nag_wp) array Workspace

8: RWORKð2� NÞ – REAL (KIND=nag_wp) array Workspace

9: INFO – INTEGER Output

On exit: INFO ¼ 0 unless the routine detects an error (see Section 6).
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6 Error Indicators and Warnings

Errors or warnings detected by the routine:

INFO < 0

If INFO ¼ �i, argument i had an illegal value. An explanatory message is output, and execution of
the program is terminated.

7 Accuracy

The computed factorization is the exact factorization of a nearby matrix Aþ Eð Þ, where

Ek k2 ¼ O �ð Þ Ak k2,

and � is the machine precision.

8 Further Comments

The total number of real floating point operations is approximately
8

3
n2 3m� nð Þ if m � n or

8

3
m2 3n�mð Þ if m < n.

To form the unitary matrix Q F08BSF (ZGEQPF) may be followed by a call to F08ATF (ZUNGQR):

CALL ZUNGQR(M,M,MIN(M,N),A,LDA,TAU,WORK,LWORK,INFO)

but note that the second dimension of the array A must be at least M, which may be larger than was
required by F08BSF (ZGEQPF).

When m � n, it is often only the first n columns of Q that are required, and they may be formed by the
call:

CALL ZUNGQR(M,N,N,A,LDA,TAU,WORK,LWORK,INFO)

To apply Q to an arbitrary complex rectangular matrix C, F08BSF (ZGEQPF) may be followed by a call
to F08AUF (ZUNMQR). For example,

CALL ZUNMQR(’Left’,’Conjugate Transpose’,M,P,MIN(M,N),A,LDA,TAU, &
C,LDC,WORK,LWORK,INFO)

forms C ¼ QHC, where C is m by p.

To compute a QR factorization without column pivoting, use F08ASF (ZGEQRF).

The real analogue of this routine is F08BEF (DGEQPF).

9 Example

This example solves the linear least squares problems

minimize
2

Axi � bik k2, i ¼ 1; 2

where b1 and b2 are the columns of the matrix B,

A ¼

0:47� 0:34i �0:40þ 0:54i 0:60þ 0:01i 0:80� 1:02i
�0:32� 0:23i �0:05þ 0:20i �0:26� 0:44i �0:43þ 0:17i

0:35� 0:60i �0:52� 0:34i 0:87� 0:11i �0:34� 0:09i
0:89þ 0:71i �0:45� 0:45i �0:02� 0:57i 1:14� 0:78i
�0:19þ 0:06i 0:11� 0:85i 1:44þ 0:80i 0:07þ 1:14i

0
BBBB@

1
CCCCA

and
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B ¼

�0:85� 1:63i 2:49þ 4:01i
�2:16þ 3:52i �0:14þ 7:98i

4:57� 5:71i 8:36� 0:28i
6:38� 7:40i �3:55þ 1:29i
8:41þ 9:39i �6:72þ 5:03i

0
BBBB@

1
CCCCA.

Here A is approximately rank-deficient, and hence it is preferable to use F08BSF (ZGEQPF) rather than
F08ASF (ZGEQRF).

9.1 Program Text

Program f08bsfe

! F08BSF Example Program Text

! Mark 24 Release. NAG Copyright 2012.

! .. Use Statements ..
Use nag_library, Only: nag_wp, x04dbf, zgeqpf, ztrsv, zunmqr

! .. Implicit None Statement ..
Implicit None

! .. Parameters ..
Complex (Kind=nag_wp), Parameter :: zero = (0.0E0_nag_wp,0.0E0_nag_wp)
Integer, Parameter :: nin = 5, nout = 6

! .. Local Scalars ..
Real (Kind=nag_wp) :: tol
Integer :: i, ifail, info, k, lda, ldb, ldx, &

lwork, m, n, nrhs
! .. Local Arrays ..

Complex (Kind=nag_wp), Allocatable :: a(:,:), b(:,:), tau(:), work(:), &
x(:,:)

Real (Kind=nag_wp), Allocatable :: rwork(:)
Integer, Allocatable :: jpvt(:)
Character (1) :: clabs(1), rlabs(1)

! .. Intrinsic Procedures ..
Intrinsic :: abs

! .. Executable Statements ..
Write (nout,*) ’F08BSF Example Program Results’

! Skip heading in data file
Read (nin,*)
Read (nin,*) m, n, nrhs
lda = m
ldb = m
ldx = m
lwork = 64*n
Allocate (a(lda,n),b(ldb,nrhs),tau(n),work(lwork),x(ldx,nrhs), &

rwork(2*n),jpvt(n))

! Read A and B from data file

Read (nin,*)(a(i,1:n),i=1,m)
Read (nin,*)(b(i,1:nrhs),i=1,m)

! Initialize JPVT to be zero so that all columns are free

jpvt(1:n) = 0

! Compute the QR factorization of A
! The NAG name equivalent of zgeqpf is f08bsf

Call zgeqpf(m,n,a,lda,jpvt,tau,work,rwork,info)

! Choose TOL to reflect the relative accuracy of the input data

tol = 0.01_nag_wp

! Determine which columns of R to use
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loop: Do k = 1, n
If (abs(a(k,k))<=tol*abs(a(1,1))) Exit loop

End Do loop

! Compute C = (Q**H)*B, storing the result in B

k = k - 1

! The NAG name equivalent of zunmqr is f08auf
Call zunmqr(’Left’,’Conjugate Transpose’,m,nrhs,k,a,lda,tau,b,ldb,work, &

lwork,info)

! Compute least-squares solution by backsubstitution in R*B = C

Do i = 1, nrhs

! The NAG name equivalent of ztrsv is f06sjf
Call ztrsv(’Upper’,’No transpose’,’Non-Unit’,k,a,lda,b(1,i),1)

! Set the unused elements of the I-th solution vector to zero

b(k+1:n,i) = zero

End Do

! Unscramble the least-squares solution stored in B

Do i = 1, n
x(jpvt(i),1:nrhs) = b(i,1:nrhs)

End Do

! Print least-squares solution

Write (nout,*)
Flush (nout)

! ifail: behaviour on error exit
! =0 for hard exit, =1 for quiet-soft, =-1 for noisy-soft

ifail = 0
Call x04dbf(’General’,’ ’,n,nrhs,x,ldx,’Bracketed’,’F7.4’, &

’Least-squares solution’,’Integer’,rlabs,’Integer’,clabs,80,0,ifail)

End Program f08bsfe

9.2 Program Data

F08BSF Example Program Data
5 4 2 :Values of M, N and NRHS

( 0.47,-0.34) (-0.40, 0.54) ( 0.60, 0.01) ( 0.80,-1.02)
(-0.32,-0.23) (-0.05, 0.20) (-0.26,-0.44) (-0.43, 0.17)
( 0.35,-0.60) (-0.52,-0.34) ( 0.87,-0.11) (-0.34,-0.09)
( 0.89, 0.71) (-0.45,-0.45) (-0.02,-0.57) ( 1.14,-0.78)
(-0.19, 0.06) ( 0.11,-0.85) ( 1.44, 0.80) ( 0.07, 1.14) :End of matrix A
(-0.85,-1.63) ( 2.49, 4.01)
(-2.16, 3.52) (-0.14, 7.98)
( 4.57,-5.71) ( 8.36,-0.28)
( 6.38,-7.40) (-3.55, 1.29)
( 8.41, 9.39) (-6.72, 5.03) :End of matrix B

9.3 Program Results

F08BSF Example Program Results

Least-squares solution
1 2

1 ( 0.0000, 0.0000) ( 0.0000, 0.0000)
2 ( 2.6925, 8.0446) (-2.0563,-2.9759)
3 ( 2.7602, 2.5455) ( 1.0588, 1.4635)
4 ( 2.7383, 0.5123) (-1.4150, 0.2982)

___________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________________

F08 – Least-squares and Eigenvalue Problems (LAPACK) F08BSF

Mark 24 F08BSF.5 (last)


	F08BSF
	1 Purpose
	2 Specification
	3 Description
	4 References
	5 Parameters
	M
	N
	A
	LDA
	JPVT
	TAU
	WORK
	RWORK
	INFO

	6 Error Indicators and Warnings
	INFO<0

	7 Accuracy
	8 Further Comments
	9 Example
	9.1 Program Text
	9.2 Program Data
	9.3 Program Results


	NAG Fortran Library Manual, Mark 24
	Copyright Statement
	Foreword
	Introduction
	Essential Introduction
	NAG Fortran Library specific documentation
	 NAG Fortran Library News

	NAG SMP Library specific documentation
	Introduction to the NAG Library for SMP & Multicore
	 NAG Library for SMP & Multicore News
	Tuned and Enhanced Routines in the 

	Thread Safety
	Routines Withdrawn or Scheduled for Withdrawal
	Advice on Replacement Calls for Withdrawn/Superseded Routines
	Acknowledgements
	Indexes

	Implementation-specific Details for Users
	Chapters of the Library
	A00 - Library Identification
	A00 Chapter Introduction

	A02 - Complex Arithmetic
	A02 Chapter Introduction

	C02 - Zeros of Polynomials
	C02 Chapter Introduction

	C05 - Roots of One or More Transcendental Equations
	C05 Chapter Introduction

	C06 - Summation of Series
	C06 Chapter Introduction

	C09 - Wavelet Transforms
	C09 Chapter Introduction

	D01 - Quadrature
	D01 Chapter Introduction

	D02 - Ordinary Differential Equations
	D02 Chapter Introduction

	D03 - Partial Differential Equations
	D03 Chapter Introduction

	D04 - Numerical Differentiation
	D04 Chapter Introduction

	D05 - Integral Equations
	D05 Chapter Introduction

	D06 - Mesh Generation
	D06 Chapter Introduction

	E01 - Interpolation
	E01 Chapter Introduction

	E02 - Curve and Surface Fitting
	E02 Chapter Introduction

	E04 - Minimizing or Maximizing a Function
	E04 Chapter Introduction

	E05 - Global Optimization of a Function
	E05 Chapter Introduction

	F - Linear Algebra
	F Chapter Introduction

	F01 - Matrix Operations, Including Inversion
	F01 Chapter Introduction

	F02 - Eigenvalues and Eigenvectors
	F02 Chapter Introduction

	F03 - Determinants
	F03 Chapter Introduction

	F04 - Simultaneous Linear Equations
	F04 Chapter Introduction

	F05 - Orthogonalization
	F05 Chapter Introduction

	F06 - Linear Algebra Support Routines
	F06 Chapter Introduction

	F07 - Linear Equations (LAPACK)
	F07 Chapter Introduction

	F08 - Least Squares and Eigenvalue Problems (LAPACK)
	F08 Chapter Introduction

	F11 - Large Scale Linear Systems
	F11 Chapter Introduction

	F12 - Large Scale Eigenproblems
	F12 Chapter Introduction

	F16 - Further Linear Algebra Support Routines
	F16 Chapter Introduction

	G01 - Simple Calculations on Statistical Data
	G01 Chapter Introduction

	G02 - Correlation and Regression Analysis
	G02 Chapter Introduction

	G03 - Multivariate Methods
	G03 Chapter Introduction

	G04 - Analysis of Variance
	G04 Chapter Introduction

	G05 - Random Number Generators
	G05 Chapter Introduction

	G07 - Univariate Estimation
	G07 Chapter Introduction

	G08 - Nonparametric Statistics
	G08 Chapter Introduction

	G10 - Smoothing in Statistics
	G10 Chapter Introduction

	G11 - Contingency Table Analysis
	G11 Chapter Introduction

	G12 - Survival Analysis
	G12 Chapter Introduction

	G13 - Time Series Analysis
	G13 Chapter Introduction

	H - Operations Research
	H Chapter Introduction

	M01 - Sorting and Searching
	M01 Chapter Introduction

	S - Approximations of Special Functions
	S Chapter Introduction

	X01 - Mathematical Constants
	X01 Chapter Introduction

	X02 - Machine Constants
	X02 Chapter Introduction

	X03 - Inner Products
	X03 Chapter Introduction

	X04 - Input/Output Utilities
	X04 Chapter Introduction

	X05 - Date and Time Utilities
	X05 Chapter Introduction

	X07 - IEEE Arithmetic
	X07 Chapter Introduction




